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1. State Kuhn - Tucker theorem for convex sets and concave functions.

[3]

2. Let J an an interval of R and f : J → R any concave function. Let
x1 < x2 < x3 be in J . Find an inequality connecting the difference
quotients

f(x2)− f(x1)

x2 − x1

,
f(x3 | −f(x1)

x3 − x1

,
f(x3)− f(x2)

x3 − x2

,

and prove it. [4]

3. Assume that g : J −→ R where J is an interval of R satisfies

g(x2)− g(x1)

x2 − x1

≥ g(x3)− g(x2)

x3 − x2

for all x1 < x2 < x3 in J . Show that g is a concave function. [3]

4. Let 1 ≤ k < n. Let g : Rn −→ Rk be a C2 function ie g =
(g1, g2, · · · gk) and gi : Rn −→ R is C2 for each i = 1, 2, · · · , k. Let
C ∈ Rk be fixed . Let

S = {x ∈ Rn : g(x) = C}

. Assume that x∗ ∈ S and the square matrix
((

∂gi

∂xj
(x∗)

))
, i =

1, 2, ·k ; j = n, n − 1, · · ·n − k + 1 is invertible so that for x∗ =(
x∗1 · · · , x∗k, x

∗
k+1 · · · , x∗n

)
there exists a C ′ function h : N −→ Rk, (x∗1, · · ·x∗n−k)εN,N

open with h(x∗1, · · · x∗n−k) = (x∗n−k+1, · · · , x∗n) and g(x1, · · · , xn−k,h(x1, · · · , xn−k)) =
C, for all (x1, · · · xn−k) ∈ N . Let h = (h1, h2, · · ·hk). Show that each
of the vectors (ej, ∂xj

h(a))t for j = 1, 2, · · ·n − k is in kernel (≡ Null
space) g′(x∗). Here ej is the row vector of length n− k with 1 in the j
th place and 0 elsewhere. Also a = (x∗1, · · · x∗n−k). [5]

5. Let V = A
⊕

B where A,B, V are all finite dimensional linear spaces.
If a1, a2, · · · arεA are linearly independent and b1, b2, ·brεB, then ν1, ν2, · · · νr,
given by νj = (aj, bj) are linearly independent. [2]



6. (continuation of 4). Show that kernel g′(x∗) =

{(a1, a2 · · · , ·an−k,
∑

j

aj∂xj
h1(a), · · · ,

∑
j

aj∂xj
hk(a))t

aiεR for i = 1, 2, · · ·n− k; j = 1, 2, · · ·n− k}. [5]

7. Let g : Rn
+ −→ R be any continuous function and yεR is fixed.

Let w = (w1, w2, · · · , wn) with wi > 0 for each i. Show that min{
w.x : x ε Rn

+, g(x) ≥ y
}

is attained. Here Rn
+ = {(x1, x2, · · · , xn) :

xi ≥ 0 for each i}. [4]

8. Let 1 ≤ k < n,h : Rn −→ Rk be C ′ and h = (h1, h2 · · · , hk). Let
x∗ ∈ Rn. Assume that the k × k square matrix

((
∂xj

hi(x
∗)

))
, i, j == 1, 2, · · · k

is invertible, and h(x∗) = 0. Show that there exists σ > 0 and δ :
(−σ, σ) → Rn such that (h1(δ(t))− t, h2(δ(t)), · · ·hk(δ(t))) = 0 for all
t in (−σ, σ) and δ(0) = x∗. [4]

9. State and prove Lagrange theorem. [3+4]

10. Let f, h : R2 −→ R be given by f(x, y) = −(x2 + y2),

h(x, y) = (x− 1)3 − y2, D = {(x, y) : h(x, y) ≥ 0}
a) Show that f(1, 0) = max

D
f . [3]

b) Show that we can not find λ ≥ 0 such that

(
∂f

∂x
+ λ

∂h

∂x

)
at(1, 0) = 0

and (
∂f

∂y
+ λ

∂h

∂y

)
at(1, 0) = 0.

[1]


